
The Science Data Processor (SDP) SKA element 
in a nutshell 

1. Receive the raw data from the 
correlator (CSP) 

2. Process the data and transform them 
into Science Ready data 

3. Supply the data to the astronomers 
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2020: 100 PBytes/day 

2028: 200,000 PBytes/day 

2028: 10,000 PBytes/day 

1. Receiving the data 

1 day streaming from SKA 

antennas equals to 150 days 

global internet Aperture arrays , 250 times 

current global Internet traffic! 
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2020: 300 PetaFlop/s  2028: 30 ExaFlop/s  

18 PB/year  

800 PB 

2. Generating Science Ready Data 



800 PB 

2. Generating Science Ready Data 

Power requirements 

Green 500 list ©  

Projections from pathfinders 
and precursors:  
 SKA will be power limited 



Most recent numbers 

From SDP leader’s talk in SKA Engineering Meeting (Sep. 2014) 



Most recent numbers 

From SDP leader’s talk in last SKA Engineering Meeting From SDP leader’s talk in SKA Engineering Meeting (Sep. 2014) 



Supplying the data to the astronomers 

The success of SKA depends on the extraction of scientifically 
relevant information from huge data volumes 
 

The way the SDP will distribute the data 
will be the first foundation stone 

Distributing efficiently the data and metadata among the scientific community 

• Access/analyse/visualize exascale data 
• Share knowledge:  

• Package the scientific method 
• Distribute it among the community 
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SDP facility 
SouthAfrica 

SDP facility  
AUSTRALIA 

• One SDP facility per location for data 
processing and storage. 

• Resources from different institutions storing 
separate data sets (Regional Centres). 

Big datasets distributed in a heterogeneous 
computing infrastructure along the world 

An efficient distribution of the 
SKA data and metadata among 
the scientific community 

Credit SDP logo: skatelescope.com 

Efficient distribution of the data and metadata 
among the scientific community 



AMIGA contribution to the SDP 

web 
services 

• Provide the astronomers with a transparent access 
to the data  

• Characterize SDP data and processes: 
• For smart data distribution 
• For users: data provenance 

• Evaluate the suitability of computing infrastructures 
• benchmarks based in LOFAR, a SKA pathfinder 

COLLABORATIONS: 
 
• AMIGA4GAS , AMIGA for GTC, ALMA and SKA pathfinder (AYA national project) 
http://amiga.iaa.es/p/263-federated-computing.htm 

• BSC (Barcelona Supercomputing Center) 
• FCSCL (Fundacion Supercomputacion Castilla y Leon) 
 

• AMIGA5: gas in and around galaxies. Scientific and technological preparation for 
the SKA. (AYA national project) 
• FCSCL 
• UPM (Universidad Politécnica de Madrid) 
• UGR (Universidad de Granada) 
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Thanks 


